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Overview

• A bit of context

• IA Before AI

• Controlled Vocabularies

• Knowledge Graphs

• Bringing it back to AI
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A bit of  context

What are we talking about 
and why do we have 
problems?
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Image credit https://alienencyclopedia.fandom.com/wiki/Deep_Thought?file=Deep-Thought-11krlic.png



What is AI?
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“Weak AI - non-sentient computer intelligence or AI that focuses on one narrow task” - Wikipedia

Replicating what individual 
human brains do

Replicating the knowledge 
of our civilization

Stephen Wolfram

Vs

https://en.wikipedia.org/wiki/Weak_AI


Large Language Models are statistical AI

5 Credit to Dr Cedric Berger, Roche



Ambiguity is the enemy
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Fragmentation Disambiguation Context

Dirty data Knowledge Graph



IA Before AI

Information Architecture 
before Artificial intelligence
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What is Data-Centricity?
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Data-Centricity puts 

data at the centre of 
the enterprise. 

Applications are 
optional visitors to the 
data. (Data-centric manifesto)

Data-centricity involves structuring our data around the science that we do rather 
than the systems that we use. It promotes data reusability over system-centric design.

http://www.datacentricmanifesto.org/principles/


By SangyaPundir - Own work, CC BY-SA 4.0, https://commons.wikimedia.org/w/index.php?curid=127349441



FAIR more than an acronym
Ten principles and 13 sub-principles

10 see https://fairtoolkit.pistoiaalliance.org/methods/



FAIR data journey as an enabler
From system centric to data centric
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Junk 
Shop

Car Boot 
Sale

Moroccan 
Street Market

Local 
Market

Hyper 
Market

Amazon 
Prime

Think about your 
shopping experience….

How FAIR is your data?

FAIR Maturity Matrix - https://pistoiaalliance.atlassian.net/wiki/spaces/PUB/pages/3308126211/FAIR+Maturity+Matrix



Controlled 

Vocabularies

Fixing the problem of dirty 
data

12 This Photo by Unknown Author is licensed under CC BY-NC-ND

https://reading4meaning.blogspot.com/2012/12/
https://creativecommons.org/licenses/by-nc-nd/3.0/


A pool of lexical labels exist for each concept. They are common use OR attributed to systems and vocabularies. 
AZ curators decide which one will be preferred (for AZ) and whether other labels will be alternative or hidden. 
Each label should be further characterized by a signifier. 

Alternative Labels

Well defined non-case variant, alternative 
labels that are used for this concept. – 
some may call these “synonyms”

Preferred Labels

The preferred label for AstraZeneca, that 
resonates with the business vernacular

Hidden Labels

Common mis-representations (spelling 
mistakes, etc) of the concept that exist and 
we don’t want used by humans. Often used 
to support NLP and AI activity

we choose you! (as our 
preferred label)

Credit to Nathalie Conte, Derek Scuffell & Jon Ison – OWG Summer project team 

Invest in Controlled Vocabularies
Standardising terms and creating Unique Reference Identifiers (URIs)



Applying Controlled Vocabularies
Removing ambiguity from structured data

14

Data 
Transform

Controlled Vocabularies

(Master & Reference Data)

Term prefLabel 
& URI

Dirty data Interoperable data

prefLabel URI

• Inconsistent identifiers & terms

• Column values can be concatenated

• etc

• Shared Controlled Vocabularies

• Enrich with preferred Label and URI



Interoperable data benefit all
Inclusion of  URIs simplifies data integration irrespective of  target data model
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Interoperable data sets

Relational

Graph

Value

• 80% of a data scientists time is spent wrangling data

• 60% of IT costs are spend on data integration issues



Applying Controlled Vocabularies 
Removing ambiguity from unstructured content
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Images and tables

Sections

Insights
Facts placed in context of the text surrounding it 
i.e. In a clinical study the implications of a type of 
measurement can be contextual to the indication 
i.e. Six minute walk in Asthma measures time to 
attack, while in COPD it can be the distance walked.

Facts



Knowledge Graphs

Adding contextual meaning
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Knowledge Graph as a simple concept
A knowledge graph is a model of  a domain of  knowledge – in this case “Movie”

• A knowledge graph consists of things (Director, 
Movie, Actor), the relationships between things 
(hasDirector, hasPerformance) and information 
about a thing (date, title, name, etc)

• This model can be used to discover how remote parts 
of a domain relate to each other providing insights 
that might not be initially obvious.

• Knowledge = Data + Meaning (Linked), the richer the 
linkages, the higher the knowledge value.

• In general we make a thing a node if it will have 
multiple relationships to other things i.e. Movie, 
Director or Actor

Movie Model

Which movies that had a budget >$1M have performances from actors born 
before 1960 and were directed by people born before 1950?



Building knowledge graphs
Start with meaning
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1) Start with meaning by 
identifying the things that matter

2) Describe the things identified3) Map terms and synonyms to 
unique identifier

4) Create interoperability by 
enriching data with preferred 
term and unique identifier

5) Populate the knowledge graph

Reuse data



Bringing it back to AI

Improving accuracy using 
FAIR Data-centric data
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Minimising ambiguity in the output from LLMs
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“Weak AI - non-sentient computer intelligence or AI that focuses on one narrow task” - Wikipedia

Replicating what individual 
human brains do

Replicating the knowledge 
of our civilization

Stephen Wolfram

Vs

https://en.wikipedia.org/wiki/Weak_AI


Retrieval Augmented Generation (RAG AI)
Constrain generative AI
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Structured

Un- & Semi-Structured

FAIR Data

Knowledge graph

Ask

Semantic search

Contextually 
relevant 
information

Question (prompts) plus 
contextual information Generative output

Generative answer based 
on contextually relevant 
and disambiguated data

Take home message - Invest in your data
• Reduce ambiguity by applying controlled vocabularies

• Increase contextual relevance through knowledge graphs

• Minimises hallucinations and increase accuracy of generative 
answer



Confidentiality Notice

This file is private and may contain confidential and proprietary information. If you have received this file in error, please notify us and remove  
it from your system and note that you must not copy, distribute or take any action in reliance on it. Any unauthorized use or disclosure of the  
contents of this file is not permitted and may be unlawful. AstraZeneca PLC, 1 Francis Crick Avenue, Cambridge Biomedical Campus,  
Cambridge, CB2 0AA, UK, T: +44(0)203 749 5000, www.astrazeneca.com
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