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AI and the law

The human role in an AI-enabled 
legal world



The Ada Lovelace Institute is an independent research institute with a mission to make 

data and AI work for people and society. This means making sure that the 

opportunities, benefits and privileges generated by data and AI are justly and 

equitably distributed.

We do this by:

• convening different actors from government, industry, civil society, academia, and 

the public to understand their perspectives

• building evidence through rigorous research on the impacts of AI and data-driven 

technologies are used in different sectors

• shaping and informing good policy and practice by studying and evaluating the 

effectiveness, impacts, and outcomes of emerging responsible AI practices and 

regulatory initiatives.

About the Ada Lovelace Institute



Key Messages

Integrating generative AI technologies in a way that works reliably for your needs requires:

• Thinking of these tools as a way to augment, not replace, your staff

• Creating a training process around how to use these tools

• Studying and evaluating the impacts of these systems in context

• Preparing your next generation of lawyers with the training they need



What kind of AI are we talking about

Products, services and features of a product or 
service that use computational techniques to 
achieve tasks that previously required human 
attention, behaviour, or capabilities.

For today, will be focussing on generative AI, 
system that are capable of a wide range of 
tasks including generating, summarising, or 
analysing large amounts of data. 



What’s happening

Powerful generative AI 
products are being 
released to the general 
public, enabling informal 
use

Within two months of its 
introduction, a 51% 
majority of teachers 
reported using ChatGPT

Source: Walton Family Foundation, Survey of Teachers and ChatGPT, 2023



What’s happening

Powerful generative AI 
products are being 
integrated into existing 
products like MSFT 
Teams, Gmail, etc., 
enabling immediate in-
workplace use



What’s happening

Workplaces are seeking to 
build or procure powerful 
generative AI products for 
specific features and uses

Source, McKinsey State of AI Report 
2024



Source, Competition and Markets Authority, AI Foundation Models Update 



What’s been said about the use of AI in legal jobs?

2016 Deloitte Study
• 39% of legal jobs at risk of automation

2023 Generative AI Studies
• 10-20% of lawyers claim to already be using AI tools
• 67-79% expect significant change in 3-5 years

2019-2021 Studies
• AI augments rather than replaces (Gartner)
• 23% of lawyer's tasks automatable (McKinsey)



Nearly all lawyers are aware of generative AI (89%), and two in five have used it for any purpose 
(41%). Awareness among the general population (consumers) is significantly lower than the legal 
population (61%) but their usage of generative AI is similar.

The use of generative AI specifically for legal purposes is currently low (15%). However, 43% either 
currently use or plan to use generative AI in their work. Canadian and French lawyers have tried 
generative AI more than US/UK lawyers, while UK lawyers have used it for legal purposes less often 
than other regions.





The questions everyone is asking right now

1. How can I use AI / generative AI in my workplace?

2. How will this affect my staff? 

Do these technologies work, and are they 
safe?



Why is this important?



Shorter timelines of AI Research → Products 



Value chain of AI



Different safety risks originate and proliferate at different parts of value chain



Consolidated market

Source: Competition and Markets Authority, AI Foundation Models Update



Means take it or leave it contracts

Source: Competition and Markets Authority, AI Foundation Models Update



Procurement challenges

• Document analysis of 16 public sector procurement 
processes around AI

• Finds there is no standardised method for 
determining what success looks like, or defining 
whether AI is working in the public interest

• Lack of practices for assessing the efficacy and 
impacts of AI in high-stakes decisions



Misuse can have serious implications for you



For your brand



For your business



What is claimed?

What do we know?



Productivity saver?

Almost 80% of workers 
who use generative AI in 
their jobs said it has 
added to their workload 
and is hampering their 
productivity. 

Source: UpWork survey on Generative AI productivity



Tasks for Summarisation

Claim: These systems can 
summarise your documents 

What we know: Over 50% of book 
summaries (including by Claude 
Opus and GPT-4) were identified as 
containing factual errors and 
errors of omission.

Source: Kim Y and others, ‘FABLES: Evaluating Faithfulness and Content Selection in Book-Length Summarization’
 (arXiv.org, 1 April 2024) <https://arxiv.org/abs/2404.01261v2> accessed 2 October 2024

https://arxiv.org/abs/2404.01261v2


Tasks for Knowledge Generation

Claim: You can use this like a 
search engine to find 
information.

What we know: Hallucinations 
for top models still occur 1-4% 
of the time; this is worse (up to 
27%) for some types of 
products, and depends on the 
prompt/task

Vectara, Hallucination Leaderboard, https://github.com/vectara/hallucination-leaderboard



Useful for:

1. Tasks where truth doesn’t matter

2. Tasks where truth can be easily verified

3. Tasks where you are comfortable delegating authority to a 
system that may be wrong 1-27% of the time.



Impacts on legal careers



Will AI replace jobs? Radiographers

MGH and Lunit, 2020



Will AI replace jobs? Radiographers

Geoff Hinton



Will AI replace jobs? Radiographers

• Radiographers possess clinical knowledge and 
experience that AI cannot fully replicate. Complex 
cases often require nuanced interpretation and 
context that AI may miss.

• Radiographers play a crucial role in patient care, 
providing empathy and explaining procedures. 

• Radiographers ensure image quality and manage 
equipment, tasks that require physical presence 
and expertise.

• Radiographers can adapt to unexpected scenarios 
or emergencies, which AI systems may struggle 
with.



Augment, or kill jobs? 

Creative Arts – Performers are having their image, 
voice or likeness reproduced by others, using AI 
technology, without their consent.

Will AI destroy a job ladder, or enable a new one?



How the next generation of law students use AI

Seven in 10 teens say they have used at 
least one type of generative AI tool.

49% of teens say they have checked other 
sources to verify the accuracy of generative 
AI outputs used for school assignments, and 
39% of teens who have used AI for school 
have detected problems and inaccuracies in 
gen AI outputs

Teens who've had class discussions about 
generative AI are more likely to have 
nuanced views about its usefulness and 
challenges. 

Common Sense Media survey of teens use of Generative AI, 2024



Copilot, or crutch?

Many studies on ‘automation bias’ and 
‘complacency bias’ – that we defer to AI 
decisions, often when under time pressure 
and multi-task load.

But this has been around for decades. 
Training and accountability practices help 
avoid this.



Getting this right in practice

• Ethnographic study of the use of predictive analytics 
in social care in a local authority

• Found that the system was not designed to fit the 
needs of social workers, didn’t trust the outcomes 
of the tool

• Tool failed to lead to improved outcomes

What could help

• Pilots

• Co-design

• Trainings



Developing policies for using AI



What parts of the profession should not be automated

• Emotional intelligence and client 
relationships

• Ethical decision-making and professional 
judgment

• Developing interdisciplinary knowledge (law, 
tech, business)

Shannon Vallor, The Danger Of Superhuman AI Is Not What You Think



Shaping the Future of Legal Practice

• Update law school curricula with AI and tech courses

• Develop AI governance frameworks within law firms

• Implement ongoing AI professional development programs

• Provide hands-on training with AI-powered legal tools

• Emphasise human-AI collaboration, not replacement

• (Re)consider your job ladder, and what will make a sustainable growth

• Collaborate on industry-wide AI ethics and standards



Thank you

astrait@adalovelaceinstitute.org
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